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Abstract: In the context of cooperative learning, students in classrooms tend to learn more by sharing their 

experiences and knowledge. In addition, a diversity of educational backgrounds can be used to build 

heterogeneous groups of students. Therefore, in this paper, we propose an approach called Genetic Algorithm 

for Group Formation (GAGF) for the group composition regarding prior educational knowledge in order to 

ensure that several students at different levels of knowledge are distributed optimally within the group formation. 

The main aim of the algorithm is to balance the heterogeneous groups of students equally. The proposed 

algorithm mimics the natural process of a genetic algorithm in order to achieve optimal solutions. Based on our 

experimental results, it indicates that the algorithm improves the quality of the group formation of heterogeneous 

students leading to better solutions. 
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1. Introduction 

Cooperative learning is an approach in which students work together in small groups in order to achieve a 

common academic goal. Some researchers, such as Huang and his fellow [1] have focused on improving 

cooperative learning for students. In the work of Balmeceda et al. [2], they claimed that different characteristics 

of members might influence the group performance. In addition, they have considered three characteristics of 

students to form groups: psychological styles, team roles, and social networks. Paredes et al. [3] proposed a 

technique for integrating grouping mechanisms through each student’s learning style. In this research, all 

students were required to answer a questionnaire in order to determine their learning style before generating the 

group formation. However, when we constructed groups according to the students’ educational backgrounds, 

experiences, and attitudes, the groups formed became heterogeneous [4]. JuHou and Hu [5] claimed that the 

diversity of learner characteristics plays a critical role within the process of achieving learning goals. In addition, 

there are several researchers investigating the relationship between learning style and student performance in the 

field of computer science [6]. In some literature on cooperative learning, they claimed teachers need to mix 

dissimilar students together to ensure true heterogeneous composition. However, in the real world, there are 

quite a lot of factors that can be considered to construct heterogeneous groups of students. The factors based on 

class objectives can include student attributes such as attitude, grade point average, current classes, and previous 

academic background Therefore, the search for an optimized group composition of all students is a time-

consuming task.  

The paper is divided into 5 parts including this section. The remainder is organized as follows. A brief 

overview of heterogeneous grouping is presented in section 2. Section 3 describes our algorithm including the 
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method formulation by GA. Section 4 demonstrates the experimental results. The last section includes 

conclusions and future work. 

2. Heterogeneous Grouping 

There have been numerous researches done during the past hundred years on ability grouping. Therefore, 

heterogeneous grouping now has been an important issue especially for primary, middle and high school level 

[7], [8]. In the work of Bosco [7], he created groups of university students by ability, which are homogeneous 

grouping and heterogeneous grouping. Bosco explicitly claimed that heterogeneous groupings in universities 

performed better than the control self-selected sections. Some literature such as Cohen and Lotan [9] efficiently 

stated that most schools are prepared for purposes of reducing the heterogeneity of the students. However, the 

students in the same class are different. It is difficult to make them similar in the terms of experiences and 

educational background because the students have their own attitudes, preferences, educational background and 

experiences. In general classrooms, heterogeneous groups are called mixed groups that include students with a 

wide variety of instructional levels and with varied learning levels. For example, when organizing groups of 

students in a class to accomplish a common task, the teacher deliberately has low, medium, and high ability 

students. Currently, there is ample research on heterogeneous grouping for students. Currently, there appear to 

be more advantages to heterogeneous grouping in terms of academic achievement. Heltemes [10] stated that 

Heterogeneous ability groups benefit students by enhancing their attitudes toward each other and school work, 

which is supported by several literature such as the work of Ballantine and Larres [11] and Robinson [12]. 

Moreover, Sapon-Shevin and Duncan [13] claimed that one of the principles of cooperative learning is the 

principle of heterogeneous grouping of students. The key assumption is that a group works better when peers are 

balanced in terms of diversity, functional roles, and personality differences. Moreover, one important aspect of 

constructing cooperative learning groups within small groups is the maximization of the heterogeneity of the 

students. Therefore, students should be allocated in groups that are mixed in terms of academic abilities and 

aptitudes, personality, social class, religion, language proficiency, race, and sex [14]. As a consequence, 

heterogeneous grouping is also termed mixed ability or achievement grouping. Several advantages of 

heterogeneous grouping have been shown in studies, such as the fact that it improves the academic achievement 

of students [15]. 

3. A Genetic-algorithm Approach for Balancing Heterogeneous Grouping 

In this section, the proposed algorithm to form heterogeneous groups of students is described. 

3.1. Basic Mechanics of Genetic Algorithms 
Genetic algorithms (GAs) are a very effective way of searching a solution to a complex problem. They are 

a kind of random heuristic search that mimics the process of natural selection; therefore they do an excellent 

search through a large and complex search space. In the 60’s, John Holland was the first pioneer who applied 

genetic algorithms to artificial problems. Currently, GAs has been widely studied, experimented and applied in 

many fields in the real world; such as a multi-objective optimization problem [16], buyer coalition formation 

presented [17], and the audio watermarking process [18]. 

In the traditional design of GAs, a genetic representation of the problem must be defined. When we need to 

solve the problem with GAs, we need to encode our problem into the chromosome. This step is the beginning 

step that we need to do. For the first generation a set of chromosomes called “Genotype” is generated for the 

initial population. These populations are generated randomly. All individuals are evaluated by a fitness function. 

The fitness function is an objective function that is used in a process to choose which chromosomes will 

continue on to the next generation. Some chromosomes with a low fitness value will not be selected and die out. 

And, three common operators of GAs, reproduction, crossover, and mutation, perform during one generation in 
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order to generate new offspring. The objective of such operators is to preserve the chromosomes, or a part of 

them, which represent better solutions following natural selection principles [19]. As GAs are a kind of heuristic 

search algorithms that are shown to be structurally similar, the best individual based on the fitness value in the 

last generation may simply approximate the solution to the problem. The flowchart of traditional GAs is 

presented in Fig. 1. 

 
Fig. 1: GAs flowchart 

3.2. The Student and Groups Vectors 

Let a class contains  students, denoted by },,...,,{ 121 nn ssssS  . Each student has its attributes represented 

in a multidimensional space by a vector, in the form of a vector field },,...,,{ 121 kk vvvv  . These attributes are 

grade point average (GPA), prior classes, educational backgrounds, and student’s personality and performance. 

That is, student i in k-dimensional space is represented as field ),...,,(
11

i
k

ii vvv . All attributes must be converted to 

be numeric to help estimating the student knowledge levels. In the group formation, each student belongs only to 

one group. If there are n students to form q groups of m students, then  ,/ mn . That is, some groups may 

contain 1m  students. As stated earlier, we need to generate groups of students equally in the terms of 

educational skills. Therefore, the size of all groups must be the same if it is possible. As stated earlier, GA is a 

key process for our algorithm. To employ a genetic algorithm, we encode the problem as a chromosome. Since 

we have n students to create the group formation, the chromosome is composed of n fixed characters. Each 

element of the chromosome represents the group that the students belong to. If p groups are generated, an 

element of the chromosome can be assigned into any G1, G2 ,…, Gp. Therefore, a group i of m students is 

represented as ),...,,(
11

i
m

ii
i sssG  , where Ssi

m  . For instance, if the student 1s  is assigned to the group 1G , 

the first position of the chromosome is 1G , as represented in Fig. 2. Generally, all attributes of a certain group 

are calculated by the average value of all students in the same group. As a result, a vector field of group iG  is 

presented as below: 
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        ,where mGi   and pi 1 . 

 

 
Fig. 2: The chromosome structure for n students where Gi representing the group number i. 

3.3. Quality of Group Formation 
In order to achieve the equity of academic attributes among heterogeneous groups, the formation of student 

groups may take into account more than one attributes. Therefore, a particular fitness function for evaluating all 

chromosomes is designed. Fundamentally, this function tells the quality of the group formation. To achieve the 

mechanism for equity, the fitness function is calculated by using the Euclidean Distance (ED) between generated 

groups. If two students named  and  belong to the same group, the distance between students is evaluated by 

the Euclidean distance (ED) as seen in (1). During one generation, a chromosome representing the possible 

group formation of heterogeneous students needs to be calculated for fitness value. For instance, the graph in 

Fig. 3 represents the distance of two is  and js , where a two-attribute vector is applied. If the two vectors are 

similar then the value of ED is close to zero.  
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Fig. 3: The distance of students is  and js , where ),( 21
iii vvs   and attribute vector of js  is ),( 21
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Let’s a t-attribute vector ) of group iG  is ),...,,( 11 t

iii
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then the fitness function for our algorithm becomes as following equation.  
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, where p is the total number of all groups, k
gV  is the attribute k of group g and r is the total number of 

attributes. 
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The graph in Fig. 4 shows how to calculate the Euclidean distance (ED) of p groups, where a -attribute vector 

is applied. 

 

 

Fig. 4: The distance between groups.  

3.4. Crossover Operator 
For our genetic-algorithm approach, the better chromosome that yields the lowest fitness value is considered 

as a promising solution, and it implies that the constructed groups are more balanced with heterogeneous 

students in terms of educational background.  

Once the genetic representation and the fitness function are defined, we then design the genetic operators to 

create offspring. In this paper we use single-point crossover. One point (d) is randomly selected where the value 

of d is between 1 and chromosome length n. Then, all characters from beginning of chromosome to the 

crossover point is copied from one parent, the rest is copied from the second parent. For instance, let a 

chromosome length = 8 and an integer position p along the chromosome is selected randomly. Two new 

offspring are created as presented in Fig. 5.  

 

 

Fig. 5: Single point crossover example (chromosome length = 8). 

4. Experimental Results 

In this section, we present the results of a case study for generating student groups in CS350 course (Data 

Structures) during the 1
st
 semester of 2015 at Bangkok University. It was performed using 32 students majoring 

in Computer Science. We had run the program several times to see which initial values of parameters would 

direct the algorithm’s search to the optimized formation. Parameters for controlling our algorithm are found as 

illustrated in Table 1. 
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Table I: Initial parameters for GAGF algorithm 

Constants Detail Value 

M Population size 500 

Max_Gen Maximum number of generations 400 

pc Crossover probability 0.2 

 

 

              
(a) Results of GAGF algorithm (fitness value = 2.97)             (b) Self-selecting method (fitness value = 44.5)  

Fig. 6: Experimental results. 

Based on the experimental results, eight groups of students are created by GAGF algorithm. The attribute 

values of the groups are illustrated in Fig. 6(a). The established groups are similar in all attribute values, since 

the algorithm try to make the equity among the groups. It indicates that our algorithm is able to distribute 

heterogeneous students optimally. To guarantee the performance of our algorithm we compared the results to the 

self-selecting method made by the students themselves. The results of the self-selecting method are presented in 

Fig. 6(b). As we can see, most groups made by students are greatly unbalanced. The groups are very much 

different in most attributes. Moreover, the fitness value is 44.5, which is higher than the fitness value of our 

algorithm. This means that the self-selecting method generates student groups with no direction, and the fairness 

among generated groups is difficult to be occurred in terms of academic abilities. 

5. Conclusion and Future Work 

In this paper, we present the algorithm called Genetic Algorithm for Group Formation (GAGF) to help 

constructing heterogeneous grouping based on GAs by concerning prior educational knowledge. The algorithm 

aims to achieve fairness among constructed groups and ensure that heterogeneous students are allocated 

optimally. The quality of the groups generated by our proposed algorithm is compared to the self-selecting 

method. According to our experiment, the algorithm performed better than self-selecting method. The results 

have shown that our algorithm achieves the mechanism for equity among constructed groups in terms of 

academic abilities and optimally distributes heterogeneous students within the group formation. The research 

findings of this work may insist teachers and researchers to form the student groups in the environment of 

cooperative learning. In the future work, further more experiments need to be conducted in order to determine 

the quality of solutions. We also plan to investigate the algorithm to support the teachers with less manual 

process.   
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